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Abstract
Recovering a 3D human-pose in the form of an abstracted skeleton from a 2D image suffers
from loss of depth information. Assuming the projected human-pose is represented by a set
of 2D landmarks capturing the human-pose limbs, recovering back the original 3D locations
is an ill posed problem. To recover a 3D configuration, camera localization in 3D space
plays a major role, an inaccurate camera localization might mislead the recovery process. In
this paper, we propose a 3D camera localization model using only human-pose appearance
in a 2D image (i.e., the set of 2D landmarks). We apply a supervised multi-class logistic
regression to assign the camera location in 3D space. In the learning process, we assume a
set of predefined labeled camera locations. The features we train consist of relative length
of limbs and 2D shape context. The goal is to build a relation between these projected land-
marks and the camera location in 3D space. This kind of analysis allows us to reconstruct 3D
human-poses based on the 2D projection only without any predefined camera parameters.
Also, makes real-time multimedia exchange more reliable specially for human-pose related
tasks. We test our model on a set of real images showing a variety of camera locations.

Keywords Human-pose · Projection · Camera localization · Multimedia · Logistic
regression · 2D shape context · 3D reconstruction · Rotation matrix · Translation ·
Extrinsic camera · Intrinsic camera · Principal component analysis · Features ·
Projection error

1 Introduction

Nowadays, there are many multimedia sensors capable with a communication technology.
These sensors serve as the eyes and ears of our life aspects, resulting in a huge source
of collected data. Such a big multimedia data requires extensive processing and analyzing
to reveal the intended knowledge and information. Microsoft Kinect is one of the most
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popular sensors that has thrived in many multimedia computing applications [35]. With
Kinect sensor a new generation of games started to appear and spread rapidly. The Kinect
technology power comes through its ability to allow people to play games while using their
body as a mean of interaction with the game itself. The Kinect sensor utilizes the depth
information alongside with the RGB data input to detect human body joints (i.e., 3D human-
pose) and ultimately decides how to interpret the body movements. Character control and
navigation in a virtual environment in real-time allows the user to have a full freedom to
interact with the virtual environment [21, 22]. Figure 1 shows several data format we can
get from Kinect sensor.

When dealing with monocular RGB images the situation for reconstructing 3D human-
pose is completely different, the depth information is completely lost. The reconstruction
process in this scenario depends on the 2D human-pose landmarks that appear in the
monocular RGB image. Assuming a human-pose is identified by a set of landmarks identi-
fying the human-pose joints locations, any constructed 3D model depends directly on these
landmarks. Many applications focus on this type of research like video browsing and index-
ing [36]. Ability to characterize and recognize human activities is an important step towards
smart multimedia. Such enhancement leads to an automatic human-pose recognition and
modeling in 3D space which makes classification and recognition process more attractive.
In order to step forward towards such goal, the relation between 2D human-pose and its
related 3D human-pose needs to be resolved logically and explanatory. The core demand is
to reconstruct 3D human-poses from 2D human-poses correctly.

The projection of objects from 3D space into 2D is strongly affected by the camera loca-
tion (i.e., view angle). For example, in Fig. 2 there is a rigid shape in 3D space. The shape
has been projected onto different 2D planes using different camera locations. Placing the
camera on the x, y, or z axis and projecting along these axes respectively leads to signifi-
cantly different images, here ‘M’, ‘H’, ‘T’. From this example, if we assume an object can
be represented by a set of 3D locations, then we can conclude that there are three main ele-
ments in the projection process: (1) the spatial location of the landmarks in the 3D space.
(2) the spatial location of the projected landmarks on the 2D surface, and (3) the camera
parameters (i.e., camera localization in the 3D space).

Fig. 1 Up:(left)Kinect depth map, (right) RGB image.Down: (left) depth point-cloud, (right) skeleton [17]
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Fig. 2 3D object projection process using different viewing angles

Usually, the projection process is a straight forward process, since the object in 3D space
is well recognized, specially in terms of depth recognition, and the ability to decide the
camera parameter as needed. The problem becomes much more difficult when trying the
reverse the process (i.e., reconstruct a 3D shape from a projected points on a 2D surface). In
the reconstruction process, the depth information and the camera parameters are completely
lost. Ability to reconstruct the original 3D object under such conditions is impossible, how-
ever the competition is to recover a representative object which can describe the original
one as much as possible if additional constraints are known.

If the 3D object that we want to reconstruct is a deformable object, like the human skele-
ton, then the problem becomes even more difficult. The projected human-pose might satisfy
different conformation in 3D space (i.e., the locations of these 3D conformations can project
to the same projected human-pose). In addition to that, the camera localization also affects
the projections based on its location in the 3D space. Localizing the camera accurately
can enhance the 3D reconstruction, which means a better 3D model could be achieved.
Such enhancement would improve the 3D human-pose reconstruction in terms of plausible
human-pose. The importance of human-pose reconstruction problem is its ability to enhance
the 3D modeling recognition and awareness using 2D images. Such awareness has a strong
relationship to humanoid robot [5]. Humanoid robots are increasingly adapting to physically
mimic human actions and poses, which require an understanding of human-poses and how
they can be captured with relation to the robot’s joint movements. A reliable 3D human-pose
reconstruction can be admitted as a major source of understanding the human-pose.

Nowadays, the main approach for camera parameter estimation in the field of human-
pose reconstruction is to use the Orthogonal Procrustes Transformation (OPT) [28]. In OPT,
the goal is to find the orthogonal transformation which maps the limbs locations in 3D
space to their corresponding landmarks in the projected plane. In this paper, we propose
a new approach, which uses only the human-pose appearance in the projected image (i.e.,
the projected landmarks). We develop a new feature that represents a human-pose using the
projected limbs relative lengths mixed with 2D shape context for that human-pose. We apply
a multi-class logistic regression approach to localize the camera in the 3D space. Assuming
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we have predefined camera locations, the goal is to learn these locations based only on the
created feature structure.

Our contribution in this paper can be summarized as follows: First, we propose a new
camera localization approach, which only requires projected landmarks. Second, we show
how this approach can improve the 3D reconstruction process by applying it on the work
in [24]. The paper is organized as follows. Related work is described in Section 2. Problem
definition is discussed in Section 3. Section 4 describes camera localization. In Section 5,
we describe the 2D human-pose feature descriptor. Dataset preparation is discussed in
Section 6. Learning process in the multi-class logistic regression is reviewed in Section 7,
and the evaluation of used approach is discussed in Section 8. Finally, conclusion remarks
appear in Section 9.

2 Related works

2.1 Smart multimedia

Multimedia with artificial intelligence support play a core role in many recent applications
including surveillance of human-pose and conversational groups [32], virtual reality [29],
video indexing [9], and protein 3D shape prediction [2]. The ability to extract useful knowl-
edge form videos and images and at the same time take the right decision at the right time
added a lot of benefits. The Kinect sensor added a new dimension to the captured data which
is the depth dimension. With this enhancement we are able to mix the RGB input video
frames with their related depth information. KinectTCP [17] is a TCP/IP server that offers
all video, depth and skeleton services of Microsoft’s Win7 Kinect SDK, independent from
specific programming languages. The KinectServer offers raw RGB video data in all avail-
able resolutions, depth and player ID data in all resolutions, and the entire set of skeleton
data (joints, floor plane etc.) and audio data. For convenience, the server can additionally
send depth data as XYZ point cloud, i.e. depth data as point cloud in a 3D volume, as well
as depth data (both, depth and depth-XYZ) with corresponding RGB color information.
Video streaming over wireless LAN with different resolution [4] allows different clients
with different channel diversity to receive different video resolutions. In this work we focus
on monocular RGB images having human-poses inside.

2.2 2D human-pose estimation

There are many studies dealing directly with human-pose. One direction of these studies
focuses on the 2D human-pose estimation or action recognition [11, 13, 23, 25]. The goal
of these studies is to extract the human-pose from images and apply further analysis, like
identifying the performed actions in these poses. Deformable models have been utilized
extensively in estimating human-pose. Many works like [13, 34] apply deformable models
for the human-pose estimation. Such approach focuses on the human-pose parts appearance
and localization in an image. Using a training set, the deformable model builds a learning
system which is invariant to a human-pose location or appearance. For unseen images, the
deformable model localizes poses without prior knowledge about these images and their
backgrounds as well.

The work [27], focuses on a multimodal approach with different modes capturing the
human-pose parts. The approach uses these modes as a rich structure discriminative using
linear classifiers. The strength of this approach is its simplicity compared to the deformable
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model. The work in [14] applies shape matching to detect human-poses in the real-time.
Using a predefined database of shapes, the approach computes a distance measure to find
the closest shape to the target one. A hidden Markov model, mixed with pictorial structure
has been applied in [18] to track a human-pose model in videos. In [19] the work benefits
from the existing symmetry in the human-pose (i.e., left/right arms, and left/right legs) and
fits a graph model to represent the human-pose.

2.3 3D human-pose reconstruction

The other direction goes one forward step by trying to build a 3D model for the human-pose
based on 2D images [1, 6, 12, 24, 33]. The benefit of such 3D modeling could increase the
interaction of humans and humanoid robots [16]. For example, performing human mimick-
ing tasks, such as walking, grasping, standing and sitting on objects [5]. Works in [3, 7,
8] focus on building approximate 3D human-pose based on a set of related images. This
approximate model gives a generic description of the approximate 3D human-pose.

Talking about 3D human-pose reconstruction from 2D images means there are many
elements we have to take into account: First, the reconstructed human-pose, the projected
human-pose in the 2D image, and the camera localization. Since the camera localization has
a major effect on the reconstruction process, localizing camera correctly is a major task. The
work in [28] has showed a generalized solution to the orthogonal Procrustes problem. In
this solution, there is a solved estimate to find the orthogonal transformation matrix which
maps between two matrices.

The work in [30] applies a scaled orthographic projection model. Assuming a fixed
length limbs model, a 3D human-pose is constructed by accounting foreshortening the pose
limbs in the 2D image. Applying some triangulation equations on the extended rays from
the landmarks in the 2D image, the 3D coordinate can be estimated. The approach is straight
forward, however there is a depth direction ambiguity, and some parameters are assumed to
be fixed.

2.4 Camera localization in 3D space

Many works [1, 24, 33] have applied OPT to localize the camera. The work in [24] uses a
projected matching pursuit algorithm. The goal is to minimize the error between landmarks
in a projected 3D human-pose and the ones that appear in a 2D image. At the same time, the
approach estimates the camera parameters that are required for projection process. In [33]
the work performs similar approach however, it applies the Alternating Direction Method
(ADM) to solve the optimization. A recent work in [1] re-applies a modified projected
matching pursuit algorithm, where the new algorithm forces limbs rotation limits in the
optimization equation. One common thing between these works is the camera localization
approach which is orthogonal Procrustes [28]. Unlike these approaches, our work focuses
on localizing camera based on the appearance of human-pose in a 2D image.

3 Problem definition

Let the human-pose modelM in a 2D image consists of a finite collection set of landmarks
L ∈ R

2(|L|)×1 = [l̂1, l̂2, ..., l̂N+1]T , where |L| = N + 1. Each l̂i ∈ L is represented by
(u, v)T . These landmarks are organized according to a kinematic hierarchy model that sat-
isfies a human-pose model. Camera localization is identified by a rotation matrix R ∈ R

3×3
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capturing camera orientation with respect to a reference location, and translation vector
t ∈ R

2×1. The translation vector t is the cartesian position of the camera relative to the
reference coordinate. Assuming the camera cartesian position is located on a virtual sphere
surface, where the original 3D human-pose (unknown at this point) is centralized in this
sphere origin. Given a predefined set C ∈ R

3×3 = [c1, c2, ..., ck] where |C| = k of camera
locations on a predefined virtual sphere. For a new 2D image having a human-pose with
landmarks, the task is to find the best camera location among the set C which describes the
camera location in the space. Mathematically, the problem can be treated as a multi-class
classification problem, where the classes are the camera locations.

4 Camera localization

Many approaches treat the camera localization for the 3D human-pose reconstruction in
different ways. The work in [30] uses a scaled orthographic projection model, where prede-
fined relative lengths of limbs were used. Such an approach assumes that the camera is in a
fixed location (i.e. facing the projected landmarks). The 3D human-pose is defined by the
set X = [l1, l2, ..., lN+1]T of locations, where |X | = N + 1. These locations identify the
limbs in 3D space. Each location consists of the triple (x, y, z)T . A 3D human-pose limb’s
landmark location li is just a factor of scale of the 2D projection such that:

l̂i = s

[
1 0 0
0 1 0

]
li (1)

Where s is the scaling factor parameter. The reconstruction process seems to be simple (see
Fig. 3), however the problem happens in estimating the reconstructed limb’s depth direc-
tion, which produces many possible solutions. In addition, the scaled factor s value affects
the reconstructed 3D human-pose plausibility. Recent approaches in [24, 33] use camera
parameters in 3D human-pose reconstruction, and the approach for camera reconstruction
utilizes two sets of data points. A human-pose X in 3D space is projected into a 2D image
such that:

L = (I|N+1|×|N+1|⊗
[

sx 0
0 sy

] [
1 0 0
0 1 0

]
R)X + t⊗12(N+1)×1 (2)

Where I is the identity matrix, ⊗ is the Kronecker product. sx and sy are the scaling
factors in x, y dimensions. The used approach for estimating the camera localization (i.e.,
rotation matrix) depends on a set of points in 3D space like X and their related projections
in 2D space like L. In Orthogonal Procrustes Transform (OPT) [28]:

T = LX (XX T )−1 (3)

Fig. 3 3D reconstruction using scaled orthographic projection model [30]
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Where T is the required transform to map the X points into the L points. The equation
is solved using singular value decomposition approach UDVT , where the rotation matrix
R = UVT .

In this paper we follow a completely different approach for estimating the camera local-
ization (R). The approach focuses on learning the relation between the projected landmarks
L and camera location among the set of cameras C. Thus, the direction of the camera is
based only on the 2D human-pose projection in an image. We use a multi-class logistic
regression to reconstruct the learning hypothesis for each camera location in the set C, and
we apply the learned model to assign the camera location for new 2D projections.

To build a such model, we assume a 3D human-pose is localized at the center of a
virtual sphere (see Fig. 4). The goal of this virtual sphere to place the cameras on, so
we can link their parameters estimations with the virtual sphere characteristics. Precisely,
the camera location can be determined using the triple (r, θ, φ). r is the sphere radius
r = √

(x2 + y2 + z2), θ is the outwarded angle from the optical axis θ = cos−1( r
z
), and φ

is the rotation angle around the optical axis φ = tan−1(
y
x
).

Given a point p on a sphere surface (px, py, pz) which represents the camera location,
and assuming this camera is directed towards sphere origin (0, 0, 0). The rotation matrix
can be reconstructed as follows: The unit vector of z direction zaxis = −(pT )/norm(pT ),
where norm(.) is the vector Euclidian norm. Using the cross product ×, we can find the x

direction such that xaxis = zaxis × [0 0 1]T which makes the x direction located in the xy

plane. Finally, the y direction is just applying the cross product between z direction and x

Fig. 4 Camera is located on a sphere and directed towards the sphere origin point. The 3D human-pose is
centralized on the sphere origin
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direction, so yaxis = zaxis × xaxis . The final extrinsic camera matrix M can be calculated
such that:

M−1 =
[
xaxis yaxis zaxis pT

0 0 0 1

]
(4)

Inverse is taken is to adjust the appearance of the projected image. The reconstructed rota-
tion matrix R is the first 3 × 3 section of M. Using such cameral localization system,
the projected human-pose is affected by camera location which determines the projected
appearance of a human-pose in an 2D image.

The work in [24] applies a projected matching pursuit algorithm to reconstruct a 3D
human-pose using a 2D human-pose identified by a set of landmarks. A predefined database
(i.e., basis poses) B = {b1, b2, ..., bt }, |B| = t , of general 3D human-poses capturing var-
ious activities are utilized. The approach tries to approximate a 3D human-pose as a linear
combination of a basis subset B∗, selected from the database B. Such approximation applies
linear dimensionality reduction ( Principal Component Analysis (PCA)) such that:

X̄ = μ +
|B∗|∑
i=1

biω̄i (5)

here X̄ is the reconstructed human-pose landmarks, μ is the mean human-pose in the
database B, and ω̄ vector is the associated weights for the basis poses. The chosen
approximated human-pose is the one which minimizes the projection error such that:

min ‖ L − (I|N+1|×|N+1|⊗
[

sx 0
0 sy

] [
1 0 0
0 1 0

]
R)X̄ − t⊗12(N+1)×1 ‖2 (6)

5 2D human-pose feature descriptor

The desired feature descriptor for a 2D human-pose is the one which is able to describe
a projected human-pose correctly. Thus, projected relative length of limbs along with 2D
shape context have a strong relation to the camera localization in 3D space. Figure 5 shows a
scenario of possible camera localization in 3D space. Figure 5a shows how the cameras are
localized on a virtual sphere, where all cameras are directed to the same point (i.e., virtual
sphere origin). A 3D human-pose is placed in the virtual sphere origin. The projected poses
in Fig. 5b are the results from the cameras projections. The lower four poses in Fig. 5b are
related to the lower four cameras in Fig. 5a (the same apply for the middle and the upper
projections which both are related to the middle and the upper cameras). The limb’s length
has a direct relation to the camera location. For example, in general the projected lower
limbs show larger length than upper limbs if the camera is placed at a lower location.

The human-pose descriptor utilizes relative lengths to partially identify the camera loca-
tion. In addition to the relative length, 2D shape context is also incorporated into the feature
descriptor.

In the relative length estimate, the torso limb is the normalized reference. Next, for the
proposed descriptor estimation, we pass the relative length component to a gaussian func-
tion. The motivation of using such function is to smooth to relative length change when the
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Fig. 5 Cameras localization on the virtual sphere surface. Each camera has different viewing angle, and
produces a different projected human-pose

pose faces a rotation process. Figure 6 shows the effect of using direct relative length, and
gaussian based relative length. The Gaussian smoothing introduces a parameter σ which is
determined by experiment.

Beside relative length of limbs, which is intended to capture camera height, we need
also to capture the camera direction. 2D shape context [10] is a well-known approach for
shape matching. In 2D shape context a given shape is represented by a set of key points
P = {p1,p2, ...,pn}where pi ∈ R

2 describing that shape contour. Each key point pi in the
set has n − 1 descriptor vectors describing that shape (i.e., describing the relation between
the point pi and the rest of the points). The 2D shape context uses a binning disk with log
polar histogram bins to compute the shape context (see Fig. 7b). The built histogram is the
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Fig. 6 The effect of using direct relative length and Gaussian based relative length. We place one limb in
front of the camera and rotate it gradually to 180 degrees. Assuming the original limb length as the reference
length, we estimate the relative length at each rotation process. The Gaussian approach shows a smooth
transition when rotation is applied

shape context for the key point pi. In the human-pose case, the key points are the landmarks
L (Fig. 7a). We estimated the shape context for each pose, using the given landmarks and
assuming the torso key point is located at the center of the binning disk. Figure 7b shows
how the landmarks are distributed on the binning disk.

Algorithm 1 describes the steps required to create the feature descriptor for a given 2D
human-pose. It receives the set of projected 2D human-pose as an input at line 1. In line 2,
the limbs lengths are estimated using Euclidean distance, and this is done for each 2D pose
separately. 2D shape context is estimated for each pose in line 4. The next step in lines (6 -
7) is to estimate the limbs relative length for each pose, and this done based on the torso limb
length for each pose separately. Instead of using relative lengths directly in the feature, we
smooth it using a Gaussian function in line 8. Finally, the output feature descriptor for each

(a) Arbitrary Pose (b) Binning disk

Fig. 7 Left a: shows 2D projected human-pose. Right b: shows the binning disk with the key points
(landmarks) distributed on the binning disk
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pose includes the smoothed relative length information followed by the 2D shape context
for that pose.

Algorithm 1 2D human-pose feature descriptor creation

1: Input: projected human-pose landmarks matrix .

2: calculate the limbs lengths (i.e. Euclidian distance between a limb end points) for all

limbs in the human-pose.

3: torso limb is the reference limb.

4: SC = shapeContext(pose).

5: feature = [ ]

6: for all limbs human-pose

7: calculate the relative length rl (i.e. limb’s length relative to the torso length).

8: n = e
rl2

2 2

9: feature = [feature nrl]

10: end for

11: Output: [feature SC]

6 Dataset preparation

In this section, we focus on preparing the training dataset. The goal of this dataset is to
describe the relation between the projected 2D human-poses (represented by their related
features descriptors) and their associated cameras viewing points (i.e., rotation matrices). In
this work, we assume the camera might be located in one of 12 distinct viewing points as
shown in Fig. 5. The rotation matrix for each viewing point is described in Table 1. Precisely,
if we have a camera capturing a photo for a 3D human-pose then the result is a 2D image
having a projected human-pose. The goal from the whole learning process is to understand
the hidden relation between a camera viewing angle (orientation) and its resulted projected
human-pose. To summarize the required steps for preparing the training dataset: First, we
need a set of 3D human-poses. Second, a camera which is located in one of the predefined 12
distinct locations. Third, using the camera and the 3D human-pose we produce a projection
of 2D human-pose in an image. The 3D human-poses in the dataset are all placed in the
same direction, otherwise the camera location is meaningless.

The 3D human-poses are extracted from the CMU motion capture dataset [15]. It covers
many activities including jumping, walking, bending and others. For each activity, a set of
markers were placed on a human body identifying the accurate locations of the limbs land-
marks (see Fig. 8). 12 calibrated Vicon infrared MX-40 cameras were utilized to capture
the 3D motion of the human-body. We extracted only the motion where the pose moves in
a fixed direction as we mentioned earlier. In this work, we focus only on landmarks iden-
tifying specific limbs. The number of the landmarks is 15 identifying torso, hip, femur,
tibia, lower neck, head, clavicle, humerus, and wrist locations. Given the projected land-
marks matrix L = [l̂1, l̂2, ..., l̂N+1]T ∈ R

2×|N+1| and assuming we are using a specific
number of cameras (12 cameras in this case) in the camera set C = [c1, c2, ..., cm] where
|C| = m. Each projected human-pose matrix L is assigned to one camera location from the
camera set C. The total number of the original 3D human-poses in the dataset is 3599, and
after applying 12 cameras on the virtual sphere surface, we were able to generate 43188
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(a) Back View (b) Front View (c) The Vi-

con Skeleton

Template

Fig. 8 Markers set which is used to capture human-pose accurately. In the skeleton template, balls represent
markers and the colored segments represent limbs [31]

different 2D projections. These projections are further processes to generate their related
features as mentioned earlier in Section 5. The final dataset has the features describing the
2D projections and their related labels (i.e., the camera parameters).

7 Learning process

We use the regularized multi-class logistic regression classifier as the classification model.
Given the training set of labeled projected human-pose descriptors {x̂i , ŷi}Ki=1 where x̂i is
the feature descriptor for its related projected human-pose as defined in Section 5, and ŷi ∈
{1, 2, ..., |C|}. We train the probabilistic multi-class logistic classifier on each class label
identified by camera localization in the set {C}. Precisely, each projected pose descriptor in
the training set is trained using all the camera localization classes labels in order to build
the hypothesis:

h(j)
θ (x̂i ) = P(ŷi = cj\x̂i , θj )

∀i = (1, 2, ...,K)

∀j = (1, 2, ..., |C|) (7)

Such training is intended to tune the parameters θj which is related to class j where j ∈
{1, 2, ..., |C|}, which produces hypothesis parameters able to assign each human-pose descrip-
tor to the right camera class. On a new human-pose descriptor input x̄i , the probability of
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having a class label y = cj , given the input x̄i , is modeled according the multi-class logistic
regression by:

P(yi = cj\x̄i ) = exp(x̄T
i θj )

|C|∑
j=1

exp(x̄T
i θj )

(8)

The log likelihood L under this model is:

L (θ) =
∑

i

[ŷi logP(x̄i ) + (1 − ŷi ) log(1 − P(x̄i ))] (9)

Where θ is the whole model hypothesis. The goal is to maximize the l2-norm log likelihood
function. For the purpose of generalization, the regularized log likelihood would be:

L λ(θ) = L (θ) − λθT θ (10)

Where λ is the ridge parameter that controls the shrinkage of θ . The (10) can be reformulated
as a minimization problem like:

θ� = argmin
θ

− L (θ) + λ‖θ‖2 (11)

The optimization problem in (11) is convex [26]. To perform training and solve the equation,
we use the Newton method [20].

8 Evaluation

In the evaluation, we show the effect of camera localization parameters on the 3D pose
reconstruction process. We focus on showing the performance of our model when localizing
camera using only 2D images with landmarks. Also, we show how such model can be
integrated with 3D reconstruction model in [24] to reconstruct 3D poses.

8.1 Camera localization

For camera localization (i.e., defining the class of rotation matrix among several classes
as shown in Table 1). 12 cameras cover the main directions at three different heights as
follows : (1) upper-level where the cameras are in top-down view direction, (2) middle level
(i.e., standard), where the cameras face the pose from different directions, and (3) lower-
level, where the cameras are closer to bottom-up direction. To cancel the mirror effect, we
assume the projected human-poses are all frontal poses. Based on that, any classified camera
location in the back side is projected directly to its equivalent location in the frontal side.
For example, if the classified camera location is at position with label ‘07’ (i.e., middle-
level with back location), then the chosen class label is ‘05’ which is the middle-level frontal
direction.

In Fig. 9, the classified camera location is at position at position ‘04’ which means the
camera is at the lower-level with the right side. The lower limbs lengths in the Fig. 9 is
relatively larger than the upper limbs lengths, and this makes the learned model to use the
lower-level camera height. Also, the human-pose is in the side position, and the added 2D
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Table 1 Specifications of the used cameras system (i.e., camera localization) in the experiments. 12 cameras
are placed on the virtual sphere surface, and they are organized at three different heights. Each camera is
identified by a fixed rotation matrix and a fixed class label

Class Label and camera parameters

Camera Label Rotation matrix

Upper Level Front 09 [0 -1 0 ; -0.7071 0 -0.7071 ; 0.7071 0 -0.7071 ]

Left 10 [1 0 0 ; 0 -0.7071 -0.7071 ; 0 0.7071 -0.7071 ]

Back 11 [ 0 1 0 ; 0.7071 0 -0.7071 ; -0.7071 0 -0.7071 ]

Right 12 [-1 0 0 ; 0 0.7071 -0.7071 ; 0 -0.7071 -0.7071 ]

Middle Level Front 05 [0 -1 0 ; 0 0 -1 ; 1 0 0 ]

Left 06 [1 0 0 ; 0 0 -1 ; 0 1 0 ]

Back 07 [0 1 0 ; 0 0 -1 ; -1 0 0 ]

Right 08 [-1 0 0 ; 0 0 -1 ; 0 -1 0 ]

Lower Level Front 01 [0 -1 0 ; 0.7071 0 -0.7071 ; 0.7071 0 0.7071 ]

Left 02 [1 0 0 ; 0 0.7071 -0.7071 ; 0 0.7071 0.7071 ]

Back 03 [0 1 0 ; -0.7071 0 -0.7071 ; -0.7071 0 0.7071 ]

Right 04 [-1 0 0 ; 0 -0.7071 -0.7071 ; 0 -0.7071 0.7071 ]

shape context to the used feature allowed the learned model to decide to choose the side
position.

Figure 10 shows the classified camera location for a set of newly unseen 2D images
with labeled landmarks. The resulted labels are able to capture the direction of the camera
successfully. In some cases, like Fig. 10k, the label is ‘02’ but it seems it closer to label 03.
Such little mistakes can be reduced by enhancing the training set to cover more activities.
The model is also able to detect the side views in Figs. 10c, j, i. Figure 10i shows a close
look, and the differences between limbs lengths appear clearly, which means camera focal
length adjustment can enhance the performance of the localization model.

Fig. 9 The learned hypothesis
during the training phase
classified the camera location at
position ‘04’ which means the
camera is at the lower-level with
the right side
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(a) Label: 02 (b) Label: 05

02

(c) Label: 02 (d) Label: 05

06

(e) Label: 06 (f) Label: 05

(g) Label: 05 (h) Label: 05 (i) Label: 04 (j) Label: 04 (k) Label: 02 (l) Label: 09

Fig. 10 Different real images having different camera directions. The classified camera location class is
shown on each image. The details about each label are mentioned in Table 1

8.2 3D human-pose reconstruction

The second goal of this evaluation is to show how this model can enhance the 3D pose
reconstruction. For this purpose, we modified the reconstruction approach in [24] to use a
fix camera location as mentioned earlier rather than camera rotation from OPT. Throughout
this evaluation, we want to emphasize the importance of reconstructing plausible poses more
than minimizing the projection error which is described in (6).

Figure 11 shows reconstructing 3D human-pose using the approach in [24], and with
same approach but with our camera localization method. The first image (Fig. 11a) is the
original input 2D images with landmarks (i.e., black dashed line), and colored lines (i.e.,
resulted from projecting back the reconstructed model) all are produced from [24]. The
second graph shows the reconstructed 3D human pose using [24]. The reconstructed pose is
complicated and difficult to understand and imagine. The problem is the misleading camera

(a) 2D projected images (b) Reconstructed 3D pose us-

ing [8]

(c) Reconstructed 3D pose us-

ing [8] with our camera local-

ization method

Fig. 11 3D human-pose reconstruction using [24] and our enhanced camera localization approach
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localization which localized the camera in the side direction. This localization made the
reconstruction process restricted and conditioned to a wrong camera direction.

In Fig. 11c, we forced the camera to be placed at specific location (i.e., specific rotation
matrix). The chosen camera location is based on applying the learned model in Section 7

(a) Error: 0.004 (b) Error: 0.004 (c) Error: 0.005

(d) Error: 0.021 (e) Error: 0.021 (f) Error: 0.020

(g) Error: 0.003 (h) Error: 0.003 (i) Error: 0.003

(j) Error: 0.009 (k) Error: 0.009 (l) Error: 0.014

(m) Error: 0.024 (n) Error: 0.024 (o) Error: 0.008

Fig. 12 First Column: 2D poses with landmarks. Second Column: reconstructed poses using the approach
in [24]. Third Column: readjusting the approach to use our model of camera localization makes the
reconstructed pose much better
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to find the class of the camera location. The reconstructed 3D human-pose is plausible and
easy to imagine and build. The frontal camera location enhanced the reconstruction process
dramatically.

(a) Error: 0.013 (b) Error: 0.013 (c) Error: 0.051

(d) Error: 0.031 (e) Error: 0.031 (f) Error: 0.048

(g) Error: 0.010 (h) Error: 0.010 (i) Error: 0.033

(j) Error: 0.002 (k) Error: 0.002 (l) Error: 0.030

(m) Error: 0.003 (n) Error: 0.003 (o) Error: 0.056

Fig. 13 First Column: 2D poses with landmarks. Second Column: 3D human-pose reconstruction using
the approach in [24], and Third Column: readjusting the approach to use our model of camera localization
makes the reconstructed pose much better. Dashed lines are the original selected limbs, while the colored
lines are the projected ones
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The proposed optimization problem in [24] is non-linear and non-convex, and the used
approach might fall in a local minima. In addition, wrong camera localization might mislead
the pose reconstruction. In this evaluation, we focus on the camera localization importance.
Figure 12 shows how our camera localization approach can enhance pose reconstruction for
standard viewpoints. The second column shows the reconstructed 3D poses with cameral
localization as described in [24]. The third column shows how our model can enhance the
reconstruction process. Our camera localization approach is able to reduce the projection
error like poses in Figs. 12f, o. On the other hand, some reconstructed poses like in Fig. 12c
appears to be more plausible even though it has a higher projection error. For evaluation, we
estimated the normalized projection error relative to the input image dimensions (width (w)
× height (h)) as follows:

min ‖ L − (I|N+1|×|N+1|⊗
[

sx 0
0 sy

] [
1 0 0
0 1 0

]
R)X̄ − t⊗12(N+1)×1 ‖2

w × h
(12)

Figure 13 shows more additional examples where some of them are using non-standard
viewpoints (i.e., the camera location might be in the upper-level or the lower-level). For
non-standard viewpoints the reconstruction process suffers from perspective effect. This
effect affects the assumed weak perspective projection model, however we show how the
typical reconstruction and the updated one using our camera localization model behave in
this case. The poses in Figs. 13f, l show better enhancement when the cameras are localized
correctly. The pose Fig. 13f has a large difference with our approach. The new camera
location enhanced the reconstructed pose compared to the one in Fig. 13e, even though the
projection error has increased around 1.5 times.

From the aforementioned discussion, we can summarize many key points about cam-
era localization as follows: First, localizing camera correctly in the 3D space has a strong
influence on the reconstructed pose. Second, OPT approach does guarantee the optimal
transformation between the 3D model and the 2D landmarks, however that does not mean
camera is localized correctly. Third, the approach in [24] focuses on minimizing the
projection error, however the reconstructed poses may not be correctly localized.

9 Conclusion

In this paper, we presented a camera localization approach that uses projected pose descrip-
tor consists of the relative limbs lengths as well as 2D shape context. This descriptor
constructs a projected human-pose related feature. To establish a connection between the
constructed features and the camera localization in 3D space, we proposed a virtual sphere
scenario where the camera resides on the surface of the virtual sphere. Using probabilis-
tic multi-class logistic regression, we trained a labeled dataset which consists of a set of
features, and their related labels identified by camera location index. The widely used
orthogonal Procrustes approach is feasible when the used 3D model is strongly related to
the projected one. If the 3D model is missed, or even approximated model, the orthogo-
nal Procrustes approach has a high chance to localize the camera at a wrong position. The
importance of this work is its ability to classify camera location without using any related
3D model, which gets rid of the 3D model dependency. The proposed camera localization
approach can enhance 3D human-pose reconstruction process, and produces more plausible
poses.
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